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Abstract. Recommender Systems (RS) suggest to users items thegxamples of users she trusts when operating in a trust-dveame-
might like such as movies or songs. However they are not able twork [6]. The intuitive strategy is to exploit the notion afist that

generate recommendations for users who just registeréattiboot-
strapping Recommender Systems for new users is still an dpedn
lenge. While traditional RSs exploit only ratings providey users
about items, Trust-aware Recommender Systems let the xjz@&ss
also trust statements, i.e. their subjective opinions alioe use-
fulness of other users. In this paper we analyze the relagre-
fits of asking new users either few ratings about items or festt
statements about other users for the purpose of bootstigapRS
ability to generate recommendations. We run experimentslarge
real world dataset derived from the online Web community jphE
ions.com. The results clearly indicate that while tradiibRS algo-
rithms exploiting ratings on items fail for new users, agikiew trust
statements to a new user is instead a very effective strateigyto
quickly let the RS generate many accurate items recommiendat

1

Information overload makes Recommender Systems (RS) [@)la t
that cannot be renounced. Nevertheless the bootstrappiadrec-
ommender System is still an open challenge.

Bootstrapping, known also as cold start problem, is thidefo

Introduction

allows the users to refers to those “reviewers whose reviswlsat-
ings they have consistently found to be valuabl&ccording to this
strategy the early profile elicitation will be oriented taae ratings
on other users rather than ratings on items.

The working hypothesis is that inviting users to elicit apirs
on users (trust statements) rather than opinions on itelossato
shorten the bootstrapping of RSs for cold start users. Theflie
can be summarized as follows: (1) the number of trust stat&sme
needed from a new user for bootstrapping a RecommendernSyste
is much less than the number of rating on items; (2) while @xpl
ing the few early ratings provided by a new user does not enabl
generate recommendations, exploiting just few early steements
allows to significantly increase the number of possible meaoen-
dations; (3) the accuracy of generated recommendationsases as
well exploiting trust statements rather than ratings omge

The main contribution of this paper is the empirical proofaf
hypotheses on a real world dataset, derived from the lardedta-
munity of Epinions (http://epinions.com). The straigintfard im-
pact of this work is a new guideline for Recommender Systeeas d
sign: a new user has to be invited to elicit few other usersislsts
rather than to express her opinions on a pool of items.

can be concerned with a new system, a new item or a new user. The In the following we briefly summarize the issues that arisemvh

first scenario refers to situations where a Recommendee®yisas
been just launched and can't rely on the collaborative dmution of
a community of users [2]. The second scenario is represéaytéiue
extension of the catalog of contents: usually opinions cemdy in-
troduced items, for example new movies, are not availallafdrd,

we have a cold start problem when a new user subscribe to alReco

mender System [6]. In the following we will focus our att@mtion
this third kind of bootstrapping challenge.

a new user approaches a Recommender System, afterwards we in

troduce the basic notions of trust network and trust mef#ction 4
illustrates the hypotheses of this work, while Section 5 &adtion 6
are devoted to the empirical analysis and the discussioesaflts
respectively.

2 Motivation

When a new user joins for the first time a Recommender SystenCollaborative Filtering (CF) [3] is the most used technidoeRec-

the system doesn’t know anything about her. A poor or an ety
file prevents the system to deliver personalized recomniemia
The main drawback is the latent period required by the sydstem
acquire enough knowledge about the new user. Proactiviegita,
based on user preference elicitation, may shorten thiegbérit there

is the risk of annoying the user. The bottleneck for a quicktbo
strapping is therefore the elicitation of user preferenitdsas to be
enough rich to enable the Recommender System and at theigaene t
enough quick to not bother the user and to drive her away fiam t
system.

In this paper we hence concentrate on the issue of bootstigapp
Recommender Systems based on Collaborative Filtering {@F)
new users. And we propose to tackle this problem by exptpigiic-
itation of explicit trust between users. As in CF the usewjtes
examples of items she likes, in the same way the user candgrovi

ommender Systems. CF relies on the opinions provided bygeesu
in the form of ratings to items, such as movies, songs or uiesshds.
A CF algorithm predicts the rating a certain user might give ter-
tain item she has not yet rated and experienced; the RS canftine
example, suggest to that user the items not yet rated theivest
the highest predicted rating. CF does not consider the nbofehe
items, such as the genre of a movie, but only the ratings geavby
the community of users and hence it can work unchanged ory ever
domain. The functioning of a Collaborative Filtering Recoender
System can be divided in two independent steps: (1) neigktfou
mation and (2) ratings prediction. In order to create iteec®mmen-
dations for the active user, first the CF algorithm tries td lome
like-minded users that have tastes similar to the active (s 1).
Like-minded users are called neighbours and CF computemsia si
larity coefficient for each of then®ep 2 consists into predicting the
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2 This formulation of trust is that proposed to Epinions.cosers.



rating the active user would give to a certain item as the htei
average of the ratings given by her neighbours to that iteherev
the weights are the similarity coefficients of the neighisodihe ra-
tionale is that the ratings of users that are more similahéoactive
user are considered more.

The typical instantiation of step 1 is based on the compariati
the Pearson correlation coefficient (Formula 1), that hasvahto
provide the best results [3]. It computes ., the value of similarity
between the active userand another user, as a comparison of the
ratings they provided:, ; is the rating given by user to item: and
T, is the average of the ratings given by user

_ >oiei(Tai = Ta)(ru,i — Tu)
Vi (rai =Ta)? 207 (rui — Tu)?
Note thatm is the number of items rated by both useand

and in fact, in order to compare two users, there must be seete o
lapping in the items they have rated. Lack of overlappingmeehe

@)

Wa,u

3 Trust Metricsin Recommender Systems

Trustis a concept that is starting to receive increasirentitin by the
research community and be used in many current online sggm
For the purpose of this paper we define trust as “the explpgition
expressed by a user about another user regarding the et cpial-
ity of a certain characteristic of this user”. In Recommaerligstems,
the characteristic that is under evaluation is the abitifgrovide use-
ful ratings, so that a source user should trust a target tisbeibe-
lieves that the target user’s ratings are useful to her. Viéienring to
the information provided by an user, we also call it “trusttsiment”.
Since the users of a system express trust statements aheutisers,
it is possible to aggregate all the trust statements fordmgl the
overall trust network [7]. Note that the trust network is gheied (if
the users can express different numeric scores for thesir imwother
users) and directed (since trust statements are not nebesyan-
metric).

In the context of Recommender Systems, the traditionatinée

similarity weightw,, ., cannot be computed. Moreover, if 2 users only tion expressed by users is ratings given to items. Trusrsigts are

have one item rated by both, then the coefficient is not meéuin
being eitherl or —1 based on the differences of the rating with re-
spect to the average rating. Hence, for a user, it is posgibtem-
pute the correlation coefficient only in users who share astl@
co-rated items and we will see in the following how these arxelly

a small portion. Additionally, a similarity weight compudtéased on
few item ratings is a noisy and unreliable value.

It is crucial to note that a failure in step 1 produces a failur
step 2. In fact if the number of identified neighbours for ticeve
user is null or very small, it is unlikely that they have rathd item
whose rating the RS tries to predict and hence a recommendati
not possible. The computability of similarity weights isaamount
problem for new users: since they have rabieitems, it is not pos-
sible to find neighbours and hence it is not possible to predeair
ratings and generate personalized recommendations for. thieis
is an intrinsic weaknesses of the Collaborative Filteriradei: new
users suffer from the cold start problem. Our goal is to psemway
for bootstrapping RSs for newly registered users and folodtiqugy
as soon and as much as possible the early preferencesceliyitae
users.

instead ratings given to users and the goal of this paperdaatyze
differences between them and if trust statements are mtwetigé

for bootstrapping a RS for a new user. The most relevantreifiee
between ratings to items and ratings to users is that thendemues
can be propagated. In fact, assuming useloes not know usel
(i.e. she has not expressed a trust statement in her), is&lpe to
predict the degree of trust might pose inb exploiting trust propa-
gation over the trust network. Trust metrics [11] are corapanal
algorithms with this precise goal. The basic assumptionust tmet-
rics is that if usera trusts useb at a certain level and usértrusts
userc at a certain level, something can be predicted about how much
a should trust. This reflects the intuition that friends of friends are
more likely to become friends than random strangers anditt
common to rely on opinions of known people when forming a first
opinion about unknown people.

While the topic of trust metrics is very recent, it is receiv-
ing an increasing attention. Let us briefly introduce how dfxg
ank [8], one of the algorithms powering the search enginegl&oo
(http://google.com) can be considered a trust metric,esih@er-
forms trust propagation over the link network in order to pore

The main idea of Trust-aware Recommender Systems [6] is tavhich Web pages are more authoritative. Other trust metrine

change what a RS asks to its users: from rating items to ratimer
users. Rating other users means expressing how much the asér
trusts them for their ability to provide useful ratings terits. We call
this expression a trust statement and we will precise thisegt in
the next section along with an analysis of the differencds/éen
rating items and rating other users. Let us briefly note tating
users express trust in other users is a feature that is begamore
and more utilized in current Web communities [5]. For examph
Epinions (http://epinions.com), users can assign ratiogems but
they can also express which users they trust (“reviewerssa/e-
views and ratings that user has consistently found to beatsil)
and which users they distrust.

In this paper we explore whether the user activity of ratiegnis
can be replaced by and/or integrated with the user actiitsat
ing other users, i.e. of expressing trust statements. Ttheaik goal
is to reduce the elicitation effort for the users and to alRecom-
mender Systems to create recommendations for the usersmaso
possible. This is especially relevant for newly registemsdrs: un-
less they receive good and tailored items recommendatinos the
very beginning, they have an incentive for leaving the syséand
never contribute again.

been recently proposed in the context of Semantic Web [1dpRe
mender Systems [10, 6] and Peer-to-Peer networks [4]. Mesics
can be classified into Local and Global [11, 7]. Global trustnics
produce a value of reputation for a precise user that is time $eom
the point of view of every other user while local trust metrjaro-
vide personalized views. However it is out of the scope of faiper
to provide a survey of the proposed trust metrics and theofetbie
Section is devoted to briefly explain the trust metrics weshased in
our experiments, MoleTrust, described in [7]. Itis a locast metric
and hence it must be run once from the point of view of every use
and not just once for all the community as with global trustns.
MoleTrust predicts the trust valuesaurce user should place into a
target user by walking the trust network starting from the source user
and by propagating trust along trust statements (the éideztges of
the trust network). Intuitively the trust score of an unkmouser de-
pends on the trust statements she received and the trusssafahe
users who issued them.

It can be divided in two stages. At the first stage the task is to
remove cycles in the trust network and hence to transformtd i
a directed acyclic graph (DAG). The problem created by cyite
that, during the graph walk, they require visiting a node ynames



adjusting progressively the temporary trust value unidl #alue con-
verges. In order to have a time-efficient algorithm, it isferable to
visit every single node no more than once and, in doing thisptn-
pute her definitive trust value. In this way, the running tisénear
with the number of nodes. Moreover trust is propagated anlysers
at a certain distance so that, by controlling this trust pgation hori-
zon parameter, it is possible to reduce even more the cotignah
time. After the first stage, the trust network is a DAG withstrfiow-
ing away from source user and never flowing back.

The second stage is responsible for predicting the trustesco
representing how much source user should trust every sotgkr
reached user. For predicting the trust score of a user, MosBn-
alyzes all the incoming trust edges (representing the staséments
remaining from step 1) and accepts only the ones coming freensu
with a predicted trust score greater or equal than a cettagshold
(in our experiments, set t@.6). The predicted trust score of a user
is the average of all the accepted incoming trust statemenes,
weighted by the trust score of the user who has issued thestais-
ment. A more detailed explanation of MoleTrust can be foumd@].

4 Working Hypotheses

Trust-aware Recommender Systems [6] extend the type afnirefo
tion collected from users enabling the elicitation of opirg both on
items and other users. Therefore the trust statementsremtetice the
ratings but simply enrich the notion of user profile. In ourkvae

are not interested to prove whether elicitation of usertshsuld be
preferred to opinions on items because ratings are the lkefrRec-

ommender Systems. The focus of our research is the invastigaf

informative power of different kind of opinions at the eashage of
user registration. The main question is to understand vendtr a
new user it is more effective to express opinions on an itegrlikbs

or to elicit a user she trusts.

The investigation of this question is designed taking irdooaint
the general framework of recommender systems illustrateBeic-
tion 2. The basic idea is to arrange an alternative impleatiemt of
neighbours computation (see step 1 of architecture). Téesament
of user similarity based on the similarity of ratings is meggd with
the use of trust information. The alternative way to meassss rel-
evance weights is therefore derived from the explicit tatigtements
and the estimated trust values computed with propagatidriase

In the following we analyze the relative benefits of the &iton
of cumulative ratings rather than trust statements at tHg stage of
interaction for novel users.

just with few trust statements emanating from the new useulgh
allow to reach most of the other users and hence to consider th
as possible neighbours. On the other hand few ratings orsigem
pressed by the new user in general don't allow to compare éfe n
user with all the other users. The reasons are data spansitha fact
that overlapping between rated items is required for Pearsorela-
tion coefficient to be computable. Moreover, even when tiesach
an overlapping, a similarity coefficient based just on veny ftems
rated by the two users tends to be noisy and unreliable. Afiseco
guence, step 1 fails and the number of identified neighbcursili
or tiny at best.

Our second hypothesis is that the larger number of identifesgh-
bours translates into a larger number of items for which meoen-
dation predictions are possible, i.e. the coverage of therdhm is
greater with Trust-aware Recommender Systems.

While the number of neighbours might be greater, it might hoe t
case that the identified neighbours are not good qualityhheigrs
and that the recommendations created with a weighted suhef t
ratings are not accurate. Our third hypothesis is that recenda-
tions accuracy for new users when a recommendation is pessib
comparable for the two different methods.

The overall assumption underlying our experiments is thabest
way to bootstrap a Recommender System for a new user is by ex-
ploiting trust, i.e. the first information asked to a new usteould be
to identify few other users she trusts and not to rate fewstem

5 Experimental Settings

We tested the previously introduced hypotheses against avoeld
dataset derived from the large Web community of Epiniongnigps

is a consumers opinion site in which users can review iteoh(as
cars, books, movies, software, etc) and also assign therennat-
ings in the range 1 (min) to 5 (max). Users can also express the
Web of Trust, i.e. “reviewers whose reviews and ratings they have
consistently found to be valuable” and thBiock list, i.e. “a list of
authors whose reviews they find consistently offensive¢dneate,

or not valuable”. We crawled these data directly from thenkmis
Web site. Our dataset consists of approximativigly000 users who
rated a total of almost40, 000 different items at least once. The to-
tal number of reviews is arour@i$0, 000. The total number of issued
trust statements is abod90, 000. Details about the distributions of
ratings and trust statements can be found in [6]. Note tleaBtbck

list is not shown on the site and kept private and hence ittisvail-
able in our dataset. Table 1 presents the percentage ofteoldisers,

Since new users start with 0 ratings on items and O trust-stateusers who provided few ratings and few trust statementse Nowv

ments on other users, it is of paramount importance for thadRS

the largest portion of Epinions users are cold start usergxample,

come to know some information about the user as soon as passib more than half of the users (53%) provided less than 5 ratibgs

We assume that a user would like to receive a useful servit®ut
having to spend too much time and effort in providing infotioa
to the Recommender System. For this reason it is very impbita
reduce as much as possible the initial bootstrapping pémiadhich
the RS is not able to provide recommendations but simply &sks
formation from the user. Here we compare two opposite gfiegef
asking few trust statements and of asking few ratings onstend
their relative benefits in letting the RS provide recomm¢inda to
the new user.

Our first working hypothesis is that with few trust statenserat
RS is able to find a large number of neighbours, i.e. performls w
in step 1 of the RS framework we previously described. Theaea
behind this hypothesis is trust propagation over the tresvork that
can be performed by a trust metric. In fact, propagating stasting

important to underline that these are real world distritmnsi repre-
senting a large community of real users and their elicitafiatterns.

| | 0 | 1 [ 2 ]3] 4[5 6] 7 |
Airatings | 18.52 | 15.70 | 7.99 | 5.92 | 4.70 | 3.89 | 3.33 | 2.93%
#trust | 31.10 | 19.14 | 9.46 | 6.10 | 4.38 | 3.43 | 2.64 | 1.98%

Table1l. Percentage of Epinions users who expresseatings ande trust
statements.

In order to test our hypotheses we run two different algorgtand
we compared them. The first algorithm is a standard Collaingra
Filtering one [3] taking as input the ratings provided byrssén step



1 it computes the similarity weights between the active aset all
the other users in order to find neighbours using Pearsorlation
coefficient as defined in Formula 1. Then in step 2 it predioes t

comparable users, with different required quantities ariapping
items. Note that theg axis is much smaller than the ideal maximum
(the number of users minus 1) that is 49289. For users withthem

rating that active user would give to a certain item as a weijgum
of the ratings given by her neighbours to that item, wherewbights
are the similarity coefficients computed in step 1.

" min # overlapping items = 2 ——
3

a0 -

Average #Comparable Users

#Expressed Ratings

Figurel. Average number of comparable users computing Pearson
correlation coefficient with different minimum number ofeslapping items.
Users are aggregated based on the number of ratings they.gaxes).

The second algorithm is a trust-aware one [6] taking as itipit
trust statements provided by users. Step 1 finds neighbadrthair
weights by using MoleTrust trust metric that propagatesttaver
the trust network. Step 2 is precisely the same as a standaal-C
gorithm. In essence, the only difference is in how the twoatgms
find neighbours and which information they take as input. \df@-c
pare the two algorithms when they utilize a similar amountnef
formation bits, for example the performances of a CF alforibn
users who provided 3 ratings are going to be compared witpehe
formances of a trust-aware algorithm on users who provideds3
statements.
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Figure2. Average number of reachable users propagating trust up to

different trust propagation horizons. Users are aggregaased on the
number of trust statements they expressedxs). The horizontal line
represents the maximum number of reachable users (49289).

In order to test the first hypothesis, we analyze the numbeserfs

for which a weight can be computed using the two algorithnes. F

the standard CF algorithm, Figure 1 reports the average euntb

5 ratings, even accepting similarity weights computed onl over-
lapping items, the number of comparable users is less thaR&0
the trust-aware RS algorithm, we analyze the benefit of mapa
ing trust up to different trust propagation horizons (segifé 2). Of
course, with larger horizons more users are reachable artobozon-
sidered as neighbours but their trust score predictionsrbedess
and less reliable. Note however that just by propagatingt tip to
distance 3 or 4 itis possible to reach a very large portiorsefsialso
for cold start users. This is particularly important whempared to
the tiny portions of users comparable with the standard$®earor-
relation coefficient (Figure 1). Let us underline once mwe strik-
ing difference in they axis of Figures 1 and 2.

1 T T T T T T T T
MoleTrust2 ——
CF ——x-—

08 - —

Ratings coverage

3 4 5 6 7 8 9 10
# information bits

Figure 3. Ratings coverage for MoleTrust2 and CF.

In order to test second and third hypotheses, we analyzetbeth
accuracy and the coverage of the overall algorithms, iegfittal out-
put of step 2 that is predicted ratings. We use leave-onenetitod-
ology that consists into deleting one rating, trying to jced with
an algorithm, and then comparing the real and the predictuigs.
Coverage refers to the portion of deleted ratings for whigiealic-
tion is possible. Accuracy refers to the difference betwnenreal
and predicted rating when a prediction is possible, in paldir we
computed Mean Absolute Error (MAE) [3].

Figure 3 shows the ratings coverage of the different allyorit
while Figure 4 reports the MAE representing their accur&oy.the
trust-aware Recommender System algorithm, we presenttiere-
sults obtained propagating trust up to distance 2, and hbecago-
rithm is called “MoleTrust2”. Note that for users with 2 rags, CF
is not able to produce any recommendations since, afteelene-
out removal, they are actually users with 1 rating and hehiseniot
possible to compute their similarity with any other user.

6 Discussion of results

Figure 1 and Figure 2 show the relative benefits of exploithegr-
son correlation coefficient on ratings and of exploiting MaeTrust
trust metric on trust statements for the purpose of findinghimurs
(step 1 of the algorithms). It shows that, taken a new useruaidy
the similarity coefficient, the number of other users that@mpa-
rable is extremely tiny. Note how the ideal value would betttal
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Figure4. MAE of ratings predictions for MoleTrust2 and CF.

number of users (almos0, 000) while they axis of Figure 1 is00.
On the other hand, exploiting trust it is possible to reachrgd por-
tion of the users; propagating up to distadder instance allows to
reach almost all th60, 000 users also for cold start users. This is a
significant improvement with respect to the use of a simitaroef-
ficient on items ratings and this confirms our first hypotheBigese
two figures really gives an idea of the potential of the défarin-
put information used in step 1 in order to form the set of neafrs.
In fact, exploiting trust as input information is more efige since
trust can be propagated over the trust network using a traston
On the other hand, the computation of similarity coefficsdrgtween
ratings requires overlapping of rated items but this is verlkely
to happen because of data sparsity and this is especialssaa for
new users.

With respect to the second hypothesis, Figure 3 gives a ffolver
visual insight about the relative performances of a CF #lgorand
atrust-aware one (MoleTrust2). Let us remember that cald ssers
are really the majority of the users in our realistic Episialataset,
for example 53% of the users provided less than 5 ratingsh&o t
difference in performances really affects a significantiparof the
users. As an example, for users who provided 4 ratings, Chis o
average able to predict less than 10% of their ratings. &astéor
users who provided 4 trust statements, trust-aware is alpeetict
around 50% of their ratings! Note that, because of leaveeaugfor
users withn ratings, onlyn — 1 ratings are in reality used. However,
even shifting the line of CF coverage on the left of one positthe
difference in coverage remains huge.

With respect to the third hypothesis, Figure 4 clearly shbes
the error produced by MoleTrust2 is smaller than the oneywed
by CF. Even if the difference is not too large, this is an intgot
point as well.

It is worth underlying that the evidence presented heressthan
experiments run on a large, real world dataset. This evielshows
that bootstrapping a RS for a new user is possible with just fesv
trust statements, even just 1 or 2. From this evidence it ssipte
to derive a suggestion for designers of Recommender Systews
users should be asked to find soon at least one other trubgynaser
already in the system. She can be for example the user whiednvi
the new user in the system or, as another example, a usercteny a
in the community and likely to be appreciated that is corsetty

shown in the RS homepage. Note however that we don’t promose t

totally replace ratings on items nor we state that ratinggesns are
not useful and should not be acquired and asked to usersal®ctu
they are the real basic data used in step 2 by both algoritime s
the predicted ratings are computed as a weighted average oht-
ings provided by users. In this paper, we simply made the fase
a bootstrapping strategy for new users powered by trustinitial
short information gathering window for a new user should bieled
towards acquiring few trusted users instead of few ratinrggems
in order for the RS to be able to generate many accurate reeomm
dations soon so that the user is satisfied and keeps usingdtess
possibly by providing also ratings on items.

7 Conclusions

In this paper we have compared two possible ways of boofsitrgp

a Recommender System for a new user. The first way is the tradi-
tional approach of asking to a new user to rate few items dathiea
system can start finding other users with similar tastes aneémgte
recommendation for the new user. The alternative way isaelto
the elicitation of trust: the new user is asked to expliditigicate few
other users she trusts. We have evaluated the two strat@yigata
derived from the large and real world Web community of Episio
Our experiments demonstrates that asking ratings to a newisis
unlikely to rapidly let the RS to generate personalized meoenda-
tion due to data sparsity and the need of overlapping of riséets
with possible neighbours. On the other hand a RS able to gefgw
trust statements from a new user is able to produce a largbeuoh
accurate personalized recommendations, because it isoadst@loit
trust propagation over the trust network by means of a trestim A
suggestion to Recommender System designers can be demad f
the presented evidence: the RS should not ask to a new usateto r
some items but instead just to indicate few trustworthy siageady

in the system.
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